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Abstract: In this paper we study the robust PNS problem, which is the extension of the structural PNS problem used to model process network synthesis. This problem is NP-hard thus a heuristic algorithm can be very useful for large instances, where we do not have enough time for an exponential time algorithm, presenting a surely optimal solution, or they can be used to fasten branch and bound based algorithms. We present new heuristic algorithms for the solution of the problem which are extensions of the heuristic algorithms used to solve the classical structural PNS problem. The algorithms are analyzed empirically, where we compare the efficiency on randomly generated inputs.
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1 Introduction

In the Process Network Synthesis (PNS for short) problem a set of materials is given and also operating units which are transforming some subset of materials into some other subset. The subsets assigned to the operating unit are called its input and output materials. In the problem two subsets of the materials are distinguished, one is the set of the raw materials and the other is the set of the desired products. Our goal is to find a minimal cost network of the operating units which can produce all desired products starting from the raw material. These systems can be modeled in the P-graph framework which is based on bipartite graphs. In these P-graphs we have two sets of vertices, one of them contains the possible materials, the other the operating units. The edges lead to an operating unit from its input materials and from an operating unit to its output materials.
Then the subgraphs satisfying some properties describe the feasible processes which produce the desired products from the raw materials. Thus our goal is to find the least expensive such subgraph. In the structural model the amounts of the material flows are not taken into account thus the cost of an operating unit is a constant, and the cost of a subgraph is the sum of the costs of the operating units contained in it. The foundations of PNS problem can be found in [9, 10], we will recall only the most important definitions in the next section.

The PNS problem and the P-graph technology to handle it were defined to model and solve problems in the chemical and allied industries. Later it was discovered that this terminology and the model itself can be very useful in other areas as well. The applications of P-graphs in workflow optimization are presented in [17, 18, 20]. It was also used in supply chain management; such results can be found at [1, 2, 8, 15, 22]. Moreover the P-graph framework was also used in planning building evaluation routes [11, 12].

In the structural PNS problem it is supposed that the exact cost of all operating unit is given in the input of the problem. Unfortunately in many applications this is not true. In these cases we do not have exact data there are some uncertainties in these values. There are several ways to solve this problem. In [16, 21] the fuzzy extension is presented of the PNS problem with applications on the area of workflow management. In [15] an application to supply chain management with uncertainty is presented where the P-graph is extended with the ROA (reliability of availability) value at the materials.

A further approach is the robust optimization where instead of the fixed values of the parameters we only know that they are in a given interval. Then we are minimizing the cost of the worst case of the possible values. Robust optimization is a widely studied area, one can find some overview in [3, 4]. The robust PNS problem was defined in [19]. In this model each operating unit has two different costs a nominal cost and an extended cost, and we know that at most b operating units have the extended cost; the others will have the nominal cost. The goal is to find the optimal solution for these assumptions. The definition of the model [19] presents a branch and bound based algorithm for the solution of the problem and also a polynomial solvable class of robust PNS problems.

In [6], it is proved that the structural PNS problem belongs to the complexity class of NP-hard problems, therefore it follows that the more difficult robust PNS problem is NP-hard as well. This means that we cannot expect a worst case polynomial time algorithm which surely finds the optimal solution unless P=NP. Therefore, some polynomial time heuristic algorithms which can find feasible solutions which are close to optimal can be very useful. They can be used if we have to solve large size problems in a short time. Moreover, such heuristic algorithms can be useful in accelerating Branch and Bound based algorithms. The application of a good starting solution can increase the efficiency of eliminating subsets not containing optimal solutions. In the case of the classical structural PNS
problem some heuristic algorithms are studied in [5] and [7]. In [5] a greedy type algorithm is presented for the solution of the general problem which is based on the ideas of algorithms from set covering. In [7] a special class of PNS problems is studied.

In this paper we extend and analyze the heuristic algorithms from [5] into the more general robust PNS problem. In the next section we recall the basic definitions in the area of robust PNS problem which will be used later in the paper. Then in Section 3, the heuristic algorithms which are studied in the paper are presented. Section 4 contains the analysis of the algorithms. We present the results of an experimental analysis, where the algorithms are compared to randomly generated inputs.

2 Notations and Basic Definitions

The structural PNS problem can be modeled in the P-graph framework. In the P-graph (Process Graph) we have the set of the materials denoted by M, which contain two special subsets, the set of raw materials and the set of desired products denoted by R and P respectively. The problem also contains a set of possible operating units which can transform some sets of materials. The set of operating units is denoted by O. An operating unit \( u \) is given by two sets, \( \text{in}(u) \) denotes the set of the input materials \( \text{out}(u) \) denotes the set of output materials of the operating unit. This means that the operating unit can work in a solution structure if all of its input materials are produced and in this case it produces all of its output materials. The P-graph (Process Graph) of the problem is defined by the sets M and O. It is a directed bipartite graph where the set of vertices is \( M \cup O \), and have the following two sets of edges:

1) Edges which connect the input materials to their operating unit
2) Edges which connect the operating units to their output materials

Then some of the subgraphs of this P-graph describe the feasible solutions which produce the required materials from the raw materials. In [9] it is shown that a subgraph \((m,o)\), where \( m \) and \( o \) are the subsets of \( M \) and \( O \), represent a feasible solution if and only if the following properties called axioms are valid:

(A1) \( m \) contain all element of \( P \)
(A2) a material from \( m \) is a raw material if and only if no edge goes into it in the P-graph \((m, o)\)
(A3) For each operating unit \( u \) from \( o \) there exists a path in the P-graph \((m, o)\) which goes into a desired product from \( u \)
(A4) \( m \) is the union of the input and output material sets of the operating units contained in set \( o \).
In the structural PNS problem we assign, to each operating unit \( u \), a cost denoted by \( c(u) \) and the goal is to find a feasible solution, where the total cost of the contained operating units is minimal. In the robust version we assign two costs to the operating units: a nominal cost denoted by \( c(u) \) and an extra cost denoted by \( e(u) \). The sum \( c(u)+e(u) \) is called the extended cost of the operating unit. Furthermore, we have an a priori bound \( b \), which means that in any solution, at most, \( b \) operating units can have the extended cost and the others have the nominal cost. We are interested in the worst case; therefore, if we consider a feasible solution of the problem then its cost will be the sum of the nominal costs of the operating units plus the sum of the \( b \) largest extra costs. We note that the set of feasible solutions, in the case of the robust problem, is the same as in the classical problem, the difference is that in the robust version we are considering a more difficult objective function.

3 The Heuristic Algorithms

First we present a framework heuristic which is the general version of the algorithms presented in [5]. Later we give several specialized version of the framework algorithm which can be used for the solution of the robust problem. The algorithm builds a solution step by step; it selects one operating unit in each iteration step. The algorithm uses three sets, the set of the selected operating units, the set of the required materials and the set of the produced materials. First the set of the selected operating units and the set of produced materials are empty and the set of the required materials is equal to the set of the desired products. Then, in each iteration step, we choose the operating unit minimizing some evaluation function and put it into the set of the selected operating units. We add its output materials to the set of produced materials, and delete them from the required materials set. Then each input material of the operating unit which is not raw material and not contained in the set of produced materials is put into the set of required materials. The procedure ends when the set of the required materials becomes empty. We obtain the feasible solution which contains the operating units from the set of selected operating units and the materials which are input or output materials of some of these operating units.

This algorithm, with some specialized evaluation functions, was defined for the solution of the structural PNS problem. In [5] it is proved that it always produces a feasible solution for the problem. Alternately, the proof does not use the definition of the evaluation function thus it works for arbitrary evaluation functions. Moreover, the set of feasible solutions is the same as in the classical and the robust PNS problem, thus we obtain the following statement.

**Proposition 3.1** ([5]) The algorithm defined above results in a feasible solution of the robust PNS problem for any evaluation function on the operating units.
To specify the frame algorithm we have to define an evaluation function on the operating units. We will use a greedy type algorithm. On one hand we would like to choose an operating unit which produces the most elements from the set of the requested materials. On the other hand we would like to choose such operating units which have small cumulated costs, where in the cumulated costs not only the direct cost of the operating unit is estimated but also the cost of producing its input materials. Thus, we have to define a cumulated cost CU(o) for each operating unit, and then we choose the operating unit where the ratio of the cumulated cost and the number of the required material produced by the unit is minimal. The cumulated cost depends on the direct cost of the operating unit and also on the cost of its input materials. Since we consider the robust problem even the direct cost of the operating unit cannot be determined in advance, since we do not know whether a nominal or an extended cost will be calculated in the solution. We define, below, three possibilities for estimating the direct cost of the units and two possibilities for estimating the cost of the input materials, thus we will obtain six different estimations for the cumulative cost and this results in six heuristic algorithms.

In the case of the direct cost of the unit we can use the following estimations:

- **Average cost:** In this case, we use some weighted average of the two costs, thus \( c_A(o) = \alpha c(o) + (1 - \alpha)(c(o) + e(o)) \) for some \( 0 \leq \alpha \leq 1 \).
- **Worst case cost:** In this case we use the extended cost unless we already selected \( b \) operating units with at least as big extra cost as the actual unit has. In the latter case we use the nominal cost.
- **Hybrid cost:** This case is similar to the worst case cost but we use the average cost if we have not selected already \( b \) operating units with at least as big extra cost as in the actual unit.

We note that the average cost is a static one, in the sense that we can define it in advance and it is independent of the solution built by the heuristic algorithm. Contrarily, the worst case and hybrid costs are dynamic ones, they depend on the actual solution structure thus they cannot be calculated in advance.

To define the indirect cost resulting from the input materials, first we have to define a cost function \( MA \) on the materials. Here we use the same idea, which is used in the heuristic algorithms, of [5] and was defined in [13] for bounding function in a Branch and Bound algorithm. The only difference occurs when we use the costs of operating units in the calculation, then in the robust version we use the average cost of the operating units. We cannot use the other estimations here; since we have to calculate these costs in advance, thus we cannot apply the dynamic costs. We will use only cycle free P-graphs in our tests and the definition of the material costs are much easier in this case, therefore, we only recall the basic ideas of this simpler definition here. One can find the detailed general construction of the cost function on materials in [13].
We use two sets of materials: \( I \) denotes the materials with the given \( MA \) values and \( J \) denotes the complement set where we still have to calculate the value of \( MA \). At the beginning, \( I \) contains the raw materials with \( MA(m)=0 \), and later in each step one element is moved from \( J \) to \( I \).

We always choose such material \( m \) from \( J \), which is only produced by operating units having all input materials in \( I \). Using the cycle-free property, we also find such material. We give a production cost for each operating unit producing \( m \) as follows. We calculate the sum of the maximum of the \( MA \) values of the input materials and the \( c_A \) cost of the operating unit. (Note that by the definition of \( m \) we know that \( MA \) is known for all input materials.) Then \( MA(m) \) will be the minimum of the production costs calculated above for the operating units producing \( m \). After defining \( MA \) on \( m \) we move it from \( J \) to \( I \). The procedure ends when \( J \) becomes empty which means that \( MA \) has been calculated for all materials.

Based on this function \( MA \) we can use two methods to calculate the cumulative cost. In the first case the cumulative cost is the sum of the costs of the input materials plus the direct cost of the operating unit. Using the three direct costs this method yields three cumulative costs and this yields three algorithms. They are denoted by SA (Sum-average), SW (Sum-worst case), SH (Sum-hybrid). A further method to find cumulative costs is to take the sum of the maximal \( MA \) cost of the input materials and the direct cost of the operating unit. Again, we can use all of the direct costs thus we obtain three algorithms, which are denoted by MA (Max-average), MW (Max-worst case), MH (Max-hybrid).

We will compare these algorithms in the next section on randomly generated cycle-free inputs. Such cycle-free problems often appear in workflow management. First we describe the test environment and then we analyze the results.

### 4 Experimental Analysis of the Algorithms

#### 4.1 Description of the Test Cases of the Experimental Analysis

To carry out tests of the algorithms, a problem generator was written. We use similar ideas to the problem generator used in [14] but we changed it to produce cycle free problems. A detailed description of the algorithm which generates the problems is not presented here; only the most important concepts are introduced.

**Parameters:** The generator has multiple input parameters. We can define the number of operating units to create \( (n) \), the number of raw materials \( (r) \) and number of desired products \( (p) \) in the generated problem. There is an integral variable denoted by \( w_b \) that defines how many times it is more probable that an
operating unit will reproduce an intermediate material, instead of creating a new one. A further parameter is $p_b$, which is a probability, related to how likely it is that new operating unit will reproduce intermediate materials that were produced several iterations earlier by other machines. With a low $p_b$ value (e.g. 0.2), newly created operating units will tend to reproduce intermediate materials that are closer to raw materials than to those materials created only some iterations ago. A high $p_b$ value (e.g. 0.8) will introduce redundancy among the production of those intermediate materials that were produced only some iterations ago.

**The generator:** The generator creates the operating units in an iterative manner. In each iteration, at most one new operating unit and several new materials are created. After the generation of the $n$’th operating unit, there is a separate step in the algorithm which chooses $p$ materials among those considered intermediate to become product materials. Having chosen the products, the last step is to assign nominal and extra costs to each machine.

The algorithm always keeps a set of materials that are available ($W$). Initially $W$ only contains the raw materials indexed from 1 to $r$. An initially empty $O$ set of operating units is maintained throughout the run of the algorithm and at any time it contains the units that are already constructed.

For each new operating unit, two random numbers are chosen in the range $[1, 4]$ using a discrete distribution of $(0.15, 0.35, 0.35, 0.15)$. These two numbers (a, d) represent the number of the inputs and outputs the new operating unit should have. In cases where choosing $a$ number of inputs is impossible, $a$ is truncated to the number of maximum possible inputs a machine might have at that moment.

The core concept of the algorithm is that in each iteration, where there is at most one intermediate material, we choose a limit $u$ that is always greater than $r$. The operating unit being created, at that iteration, may have inputs only from the range $[1, u-1]$ and outputs from the range $[u, |W|]$. Decisions about whether to create a new material or reproduce an existing intermediate material are made using a dynamic discrete distribution that depends on how many times any intermediate material was chosen for reproduction during the creation of this operating unit, and how many times it was chosen that this operating will produce a new material and a factor that linearly weights these two numbers with a certain bias that is an input parameter of the generator ($w_b$). Whenever an existing material should be chosen, it is picked from $[a, |W|]$ with a uniform distribution. The $u$ is chosen with binomial distribution over $[r+1, |W|]$ with $p_b$ as its probability parameter.

The fact that any operating unit has a number $u$ that partitions the $W$ set into two parts while inputs can only be chosen from the lower and outputs can only be chosen from the upper partitions guarantees that no solution of the generated problem will contain a cycle.

In the first iteration there are no intermediate materials. This condition forces the algorithm to create an operating unit with all its outputs being new materials.
After a new operating unit is generated, it is inserted to $O$ at the end of the iteration. We note that this set may already contain the same operating unit.

The algorithm first creates $m-1$ operating with the method given above. The method of generating the last operating unit differs from the above, only in that the number of outputs for the last operating unit must guarantee that there will be at least $p$ intermediate materials. This ensures that it is possible to choose $p$ products in the next step.

Having created all of the operating units, uniform integral distributions are used for picking nominal and extra costs for each machine. Random choices of costs are independent from each other.

After the operating units are generated, product materials are chosen from the intermediate ones: $p$ materials are taken from $W$, whose indices must be in the range $[r+1,|W|]$. The initial probability of material $i$ to be chosen is given by $p_i = (i-r)/S$ where $S = (|W|-r)(|W|-r+1)/2$.

The products are chosen in a non-independent way --- A new material is picked every time with the same distribution introduced above. Whenever such a material is picked that is already considered a product, a new one is picked using the same initial distribution. This method is repeated until $p$ materials are picked. These materials will result in the set of the required products.

We implemented the six heuristic algorithms defined in previous. We used $\alpha=0.5$ in the average cost in algorithms SA and MA, and also $\alpha=0.5$ was used in the calculation of the MA function. We generated 1000 operating units and used the values $w_b = 4$ and $p_b = 0.2$. The number of raw materials was 5, and we generated test cases with the values $p = 5, 20, 50$, $b = 1, 5, 25$. We defined the costs of the operating units as the nominal costs picked from the interval $[20, 100]$ uniformly and independently. For the extra cost we considered three different test cases: it was picked from the intervals $[0, 50]$, $[20, 100]$, $[100, 500]$ uniformly and independently. Thus, we defined three possibilities for $p$, three possibilities for $b$, and three different distributions for the extra costs. We generated 100 problems from each of these 27 test cases and executed the 6 heuristic algorithms on each test. The results are summarized below.

### 4.2 The Results of the Experimental Analysis

First consider the test cases where the expected extended cost was smaller than the nominal costs, these cases happens if the uncertainties describe small problems which can be easily handled. The average costs are listed in Table 1. We denoted the best value in each column by bold text and the worst one by bold and italic.

We can see that the order of the efficiencies of the algorithms depends on the test cases. But we can obtain some conclusion.
Algorithm MH gave the best result 4 times in these test cases and it was never the worst thus we can say that it had the best performance. MW and SH both received the best results two times but MW was the worst 3 times, while SH resulted in the worst solution only in one case thus we can say that SH was better. We also checked the number of best solutions inside the test cases, and we obtained that MH was the best in 239 tests, MW was the best in 146 tests, MA was the best in 189 tests, SH was the best in 142 tests, SW was the best in 76 cases, and SA was the best in 145 cases among the 900 tests. (We note that the sum of the best performance of the algorithms is more than 900. This is not a mistake; if more algorithms achieved the same best result then all of them were considered best. It is likely that in these cases the heuristics found the optimal solution.) The order of the algorithms considering the best results is MH, MA, MW, SA, SH, SW. We also considered the worst cases. Then MH gave 79 times, MW gave 185 times, MA gave 95 times, SH gave 109 times, SW gave 238 times, SA gave 155 times the worst solution. (Here we can observe that the sum is smaller than 900. The reason is that we have not counted here the cases where all of the heuristic found solutions with the same objective value.) The order of the algorithms considering the worst results is MH, MA, SH, SA, MW, SW.

Therefore, our main conclusion that in the tests performed in this block of test cases algorithm MH gave the best results. We cannot clearly order the other heuristics since from different point of views we have different results. But we can observe in general, the maximum evaluation for the indirect costs of the operating units and the hybrid estimation for the direct costs seems to be a better strategy in these sets.

Now, consider the second block where the extra costs have the same distribution as the nominal cost. This block models the situation when the unexpected events are about replacing the operating unit, thus they approximately double the cost of the operating units. The average costs are collected in Table 2, again we denoted the best value in each column by bold, the worst one by bold and italic.
Checking the average values we obtain that algorithm MH gave the best result 5 times in these test cases and it was never the worst thus we can again say that it had the best performance. SH received the best result two times and SA and MA both achieved the best average once. Most of the worst results were given by SW and MW both of them achieved a worst result 4 times.

We also checked the number of best solutions inside the test cases, and we obtained that MH was the best in 327 tests, MW was the best in 65 tests, MA was the best in 198 tests, SH was the best in 187 tests, SW was the best in 59 cases, and SA was the best in 86 cases among the 900 tests. The order of the algorithms considering the best results is MH, MA, SH, SA, MW, SW. We considered the worst cases as well. Then MH gave 69 times, MW gave 239 times, MA gave 63 times, SH gave 66 times, SW gave 332 times, SA gave 117 times the worst solution. The order of the algorithms considering the worst results is MA, SH, MH, SA, MW, SW.

Therefore our main conclusion is that in the tests performed in this block of test cases, again, algorithm MH gave the best result. It has slightly more worse cases than MA and SH, but it was much better in the other evaluations. We can also observe that the worst case estimation for the direct costs of the operating units had a very bad performance.

Now consider the last block of the tests, where the extra costs are larger than the nominal cost, this models the situation when the uncertain events cause serious problems which might have larger cost than just replacing the operating unit. The average costs are collected in Table 3, we denoted the best value in each column by bold, the worst one by bold and italic.

Checking the average values we obtain that algorithm MH gave the best result 7 times among the 9 these test cases. It gave the worst result in one case, still we think so that it has the best performance. MW gave the best average in two test cases and it was never the worst thus we can say that it also has a good performance on this block of tests. SW and SA had the worst average results in 5 and 3 cases thus we can say that these were the worse algorithms in this average case.
### Table 3

The average results for the extra cost from [100, 500]

<table>
<thead>
<tr>
<th></th>
<th>b=1, p=5</th>
<th>b=1, p=20</th>
<th>b=1, p=50</th>
<th>b=5, p=5</th>
<th>b=5, p=20</th>
<th>b=5, p=50</th>
<th>b=25, p=5</th>
<th>b=25, p=20</th>
<th>b=25, p=50</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA</td>
<td>1609</td>
<td>3336</td>
<td>5263</td>
<td>3086</td>
<td>5162</td>
<td>6998</td>
<td>6208</td>
<td>10702</td>
<td>14734</td>
</tr>
<tr>
<td>SW</td>
<td><strong>1740</strong></td>
<td><strong>3467</strong></td>
<td><strong>5493</strong></td>
<td>2989</td>
<td><strong>5202</strong></td>
<td><strong>7310</strong></td>
<td>6113</td>
<td>10083</td>
<td>14050</td>
</tr>
<tr>
<td>SH</td>
<td>1596</td>
<td>3274</td>
<td>5235</td>
<td>3003</td>
<td>5038</td>
<td>7117</td>
<td>6198</td>
<td>10510</td>
<td>14333</td>
</tr>
<tr>
<td>MA</td>
<td>1715</td>
<td>3225</td>
<td>4951</td>
<td>3004</td>
<td>4953</td>
<td>6837</td>
<td>6220</td>
<td>10653</td>
<td>13542</td>
</tr>
<tr>
<td>MW</td>
<td>1746</td>
<td>3257</td>
<td>5137</td>
<td>3020</td>
<td>5066</td>
<td>7067</td>
<td>6284</td>
<td>10600</td>
<td><strong>13180</strong></td>
</tr>
<tr>
<td>MH</td>
<td><strong>1579</strong></td>
<td><strong>2984</strong></td>
<td><strong>4648</strong></td>
<td><strong>2887</strong></td>
<td><strong>4706</strong></td>
<td><strong>6785</strong></td>
<td><strong>6284</strong></td>
<td><strong>10600</strong></td>
<td><strong>13180</strong></td>
</tr>
</tbody>
</table>

We checked the number of best solutions inside the test cases, and we obtained that MH was the best in 424 tests, MW was the best in 144 tests, MA was the best in 107 tests, SH was the best in 103 tests, SW was the best in 63 cases, and SA was the best in 68 cases among the 900 tests. The order of the algorithms considering the best results is MH, MW, MA, SH, SA, SW. We also considered the worst cases as well. Then MH gave 47 times, MW gave 126 times, MA gave 106 times, SH gave 120 times, SW gave 256 times, SA gave 255 times the worst solution. The order of the algorithms considering the worst results is MH, MA, SH, MW, SA, SW.

### Conclusions

Therefore, our main conclusion, that in the tests performed in this block of test cases, that the algorithm MH gave the best result. We can also observe that the sum estimations for the indirect costs of the operating units in general had worse performance.

Summarizing the experimental analysis we can observe that the performance of the algorithms strongly depends on the test cases, but we can draw some conclusion here. Algorithm MH had clearly the best result in each block of test cases, thus we can state that the experiments show that MH is the most efficient algorithm among the algorithms studied in this work. We could note that the difference between it and the other algorithms is the most significant when the extra costs are large. On the other hand SW was the worst in most cases. In general we can conclude that the maximum estimations perform in a better way for the indirect costs than the sum ones. And we can also conclude that the worst case estimation on the direct cost of the operating units has poorer performance than the other methods.
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