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Abstract: The available literature is not completely certain what type(s) of probability 
distribution best models network traffic. Thus, for example, the uniform, Poisson, 
lognormal, Pareto and Rayleigh distributions were used in different applications. 
Statistical analysis presented in this paper aims to show how skewness and kurtosis of 
network traffic samples in a certain time interval may be criterions for selection of 
appropriate distribution type. The creation of histogram and probability distribution of 
network traffic samples is also discussed and demonstrated on a real case. 
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1 Introduction 
Skewness characterizes the degree of asymmetry of a given distribution around its 
mean. If the distribution of the data are symmetric then skewness will be close to 
0. Positive skewness indicates a distribution with an asymmetric tail extending 
toward more positive values. Negative skewness indicates a distribution with an 
asymmetric tail extending toward more negative values. 

A measure of the standard error of skewness (SES) can roughly be estimated, 
according to [9], as the square root of 6/N, where N represents the number of 
samples. If the skewness is more than twice this amount, then it indicates that the 
distribution of the data is non-symmetric and it can be assumed that the 
distribution is significantly skewed. If the skewness is within the expected range 
of chance fluctuations in that statistic (i.e. ± SES), that would indicate a 
distribution with no significant skewness problem. 
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Kurtosis characterizes the relative peakedness or flatness of a distribution 
compared with the normal distribution. For normally distributed data the kurtosis 
is 0. Positive kurtosis indicates a relatively peaked distribution. Negative kurtosis 
indicates a relatively flat distribution. As with skewness, if the value of kurtosis is 
too big or too small, there is concern about the normality of the distribution. In 
this case, a rough formula for the standard error for kurtosis (SEK) is the square 
root of 24/N. Since the value of kurtosis falls within two standard errors (i.e. ± 
SEK), the data may be considered to meet the criteria for normality by this 
measure. These measures of skewness and kurtosis are one method of examining 
the distribution of the data. However, they are not definitive in concluding 
normality. What should also be examined is a graph (histogram) of the data; and 
further, one should consider performing other tests for normality such as the 
Shapiro-Wilk or the Kolmogorov-Smirnov test. 

 
Figure 1 

Illustration of skewness and kurtosis 

Skewness is a network characteristic that can be successfully implemented in 
statistical anomaly detection algorithms, as is shown in [12]. When trying to 
distort the distribution parameters (mean, median, etc.), the attacker puts more 
weight into one of the tails of the probability density function, which leads to an 
asymmetric, skewed distribution. It is well-known that the standard characterizing 
parameters of a distribution are the mean (or median), the standard deviation, the 
kurtosis, and the skewness. It is reasonable to assume that there will be some 
empirical distribution of the skewness in the case when there is no attack is 
available, since most of the time, the system is not normally attacked. The 
statistical intrusion detection algorithm can compare the skewness of the sample to 
the expected value of the skewness in order to decide if an attack is taking place or 
not. 

The authors have dealt with the topic of statistical intrusion detection in 
publications [1]-[8]. 
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2 Different Types of Probability Distribution 
Using the software package "Matlab", sequences of 40 random numbers with 
various types of probability distributions are generated (Figure 2 – function 
“Export”), as the way to simulate network traffic. 

 
Figure 2 

Random number generation (Poisson distribution) 

The following different types of distribution are examined: Pareto, normal, 
Poisson, lognormal, Rayleigh, chi-square and Weibull. Their graphical 
representation is shown in Figure 3. 
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Lognormal
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Weibull

0

0,5

1

1,5

2

2,5

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39

 
Figure 3 

Examined types of distribution 

For the purpose of the statistical comparison of generated curves, the authentic 
traffic samples yt (local maxima) of a real ISP are also analyzed and graphically 
represented. 

 

 

 
Figure 4 

Network traffic curves 
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Table 1 
Samples of network traffic 

Sample yt   (daily) yt (weekly) yt (monthly)
1 12 21 23 
2 10.5 22.5 30 
3 8.5 23 27 
4 10.5 20 27 
5 18 20.5 25 
6 22 23.5 27 
7 25.5 24 22 
8 20 21 24 
9 33.9 23 23 
10 25 25 20 
11 24 25.5 24.5 
12 26.5 24.5 26.5 
13 27.5 22 28 
14 23 25.5 27 
15 25 27 23 
16 24 28 22.5 
17 23 27 26.5 
18 23 28 31 
19 22 25.5 22.5 
20 23 30 22.5 
21 23 29 27 
22 23 26.5 25 
23 23 29 26 
24 16 26.5 28 
25 16 27.5 21 
26 9 26 24 
27 11.5 25 22 
28 8.5 24 22 
29 8.5 23.5 22 
30 14 22 23 
31 23 22.5 27 
32 23 24 29 
33 20 24 25 
34 23 25 25 
35 23 23 22 
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The numerical values of all samples are presented in the following table. 

Table 2 
Samples for various distributions 

 
As emphasized in Chapter 1, if the skewness and kurtosis are within the expected 
ranges of chance fluctuations in that statistic (i.e. ± SES and ± SEK), this implies 
that the distribution has no significant skewness problem. The different 
distributions shown in the table above (N = 40) result in SEK = 1.55 and SES = 
0.77. Also, for the ISP (N = 35) the values of SEK = 1.66 and SES = 0.83 were 
obtained. By calculating the kurtosis and skewness for each distribution, the 
values presented in the following table were obtained. 
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Table 3 
Kurtosis and skewness for analyzed distributions 

 
In the table above, the values outside the calculated limits are marked in darker 
shading, indicating distribution types that have greater skewness and kurtosis than 
is allowed. In this sense, these distributions are not appropriate in applications that 
describe network traffic. 

3 The Variations of Skewness and Kurtosis 
Daily, weekly and monthly network traffic curves of the Internet user were 
analyzed in order to determine the extent of variations of skewness and kurtosis. 
Based on these curves, the appropriate descriptive statistics are calculated (Table 
4). 

Table 4 
Descriptive statistics of network samples 

 daily weekly monthly 
    
Mean 19,75428571 24,68571429 24,85714286 
Standard Error 1,090581087 0,430499863 0,455393185 
Median 23 24,5 25 
Mode 23 24 27 
Standard Deviation 6,451964719 2,546871536 2,694142417 
Sample Variance 41,62784874 6,486554622 7,258403361 
Kurtosis -0,526430851 -0,602769614 -0,614090489 
Skewness -0,441718333 0,172823583 0,343951523 
Range 25,4 10 11 
Minimum 8,5 20 20 
Maximum 33,9 30 31 
Sum 691,4 864 870 
Count 35 35 35 
Confidence Level 
(99.0%) 2,975535291 1,1745734 1,2424922 

By analyzing the results obtained in the table above, it can be concluded that the 
values for skewness and kurtosis remain within allowable limits for all the time 
periods. Only in the case of skewness is a change of sign detected. 
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4 Histogram and Probability Distribution 
According to [10], the purpose of a histogram is to graphically summarize the 
distribution of a univariate data set. The histogram graphically shows the 
following: 

1 center of the data 

2 spread (i.e. the scale) of the data 

3 skewness of the data 

4 presence of outliers 

5 presence of multiple modes in the data 

These features provide strong indications of the proper distributional model for the 
data. 

The most common form of the histogram is obtained by splitting the range of the 
data into equal-sized bins (called classes). Then for each bin, the number of points 
from the data set that fall into each bin is counted. That is 

• vertical axis - frequency (i.e. counts for each bin) 

• horizontal axis - response variable 

The histogram of the frequency distribution can be converted to a probability 
distribution by dividing the tally in each group by the total number of data points 
to achieve the relative frequency [11]. In accordance with the aforementioned, the 
following graphical presentation related to network samples of ISP is obtained. 

Based on Figure 5, it can be concluded that the most frequent samples 
approximately correspond to the mean of network traffic flow. 
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Figure 5 
Histogram and probability distribution of network samples 

Conclusions 

Through analysis of the appropriate values, it can be concluded that the Pareto and 
Weibull distributions provide kurtosis and skewness that are significantly outside 
the permitted range. Looking at the skewness, it is necessary to note that the chi-
square distribution gives values also higher than the allowed. Among the analyzed 
types of distribution, based on kurtosis and skewness as criteria for describing 
network traffic, the appropriate distributions are the uniform, the normal, the 
Poisson, the lognormal and the Rayleigh. It is also shown that the most frequent 
network sample in the histogram is approximately equal to the mean of the traffic 
flow. 

In the next phase of research, the skewness and kurtosis of network traffic will be 
examined in terms of the reliability of network anomaly detection. The 
expectation is to try to find their application in the field of information systems 
security. 
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