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Abstract: This paper presents a solution for identifying the variance of high-speed Permanent Magnet Synchronous Motor (PMSM) parameters in different states. The proposed method is based on the Model Reference Adaptive System (MRAS) and implements vector control. Flux weakening is used to ensure the functionality of the machine above the nominal speed (25,000 RPM) up to the maximal speed 42,000 RPM. The estimation method allows fast online parameter estimation. The estimated parameters have been verified experimentally, and the obtained results are in good agreement with other identification methods. Specific issues in modeling of high-speed machines are also addressed in the paper and a novel approach to closed loop PMSM control system stability analysis is proposed.
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1 Nomenclature

\( v_d, v_q \) – voltage in d,q axes [V]
\( R_s \) – stator resistance [Ω]
\( \lambda_m \) – flux linkage [Wb]
\( i_d, i_q \) – currents in d,q axes [A]
\( L_d, L_q \) – inductance in d,q axes [H]
\( \omega \) – electrical speed [rad/s]
\( J \) – moment of inertia [kgm²]
\( F \) – friction damping coefficient [N/rad/s]
\(K_{\text{air_fric}}\) – air friction damping coefficient [N/rad²/s²]

\(p_p\) - number of pole-pairs [-]

\(\tau\) - time constant [s]

\(Td\) - time delay [s]

\(H(s)\) - transfer function

2 Introduction

Recently the area of high-speed machines has seen a lot of development. In particular, high-speed applications using permanent magnet synchronous motors (PMSM) promise very interesting results. This is due to their high power density: small volume and weight for high output power. The power density of high-speed machines is in the range 0.2-0.6 [kg/kW]. For “the normal speed” PMSM the power density is around 1 [kg/kW]. A comparison of 3 high-speed machines and their parameters is shown in Table 1. A more detailed comparison is shown in [1]. Whether or not the machine requires cooling depends on its required usage, and this is indicated in the table. It is clear that although high-speed PMSMs promise advantages such as small volume and weight per unit of power, they also present significant challenges. The main challenge is selecting suitable bearings for the machine. Although viable options such as high speed ceramic ball bearings, magnetic bearings and so on exist, they are very expensive. Another challenge is the control of high-speed motors. The traditional approach for controlling high-speed PMSM is the V/f control method [2]-[9]. In order to achieve high control over the system dynamics, field-oriented control (FOC) is preferable. However, FOC for a high-speed machine requires hardware with a high speed digital signal processor (DSP) or a field-programmable gate array (FPGA) such as in [8], [10].

It was shown in [13] [14], that the production of such a high-speed machine is possible. The PMSM motor developed here has the rated velocity 240,000 RPM, and a rated output power equal to 5 kW. Even so, the motor dimensions were small with stator and rotor diameter 60 mm and 20 mm respectively. Such high efficiency applications are needed in the industry, as shown in [9]. Also, high-speed machines are becoming of interest to the energy production industry due to the development of microturbine generators, combined heat and power units etc. [15].

Generally, when a high speed operation is required, the flux weakening method is used [16]. The currents are controlled in such a way as to create a magnetic field acting against the permanent magnet flux in order to limit back-emf. This changes not only the flux linkage, but other machine parameters as well. The change in PMSM parameters will, in turn, have an influence on the control quality, and eventually the system stability.
Therefore, identifying parameter variations in the system is preferable. The controller setting can then be determined by known experimental or simulation methods.

For simulation experiments a motor model is required. Although modeling of PMSM's is generally well known [17]-[20], some specific issues of high-speed machines that are neglected for low speeds have to be considered in their high-speed counterparts.

Table 1

<table>
<thead>
<tr>
<th>Type</th>
<th>PMSM1</th>
<th>PMSM2</th>
<th>PMSM3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power (kW)</td>
<td>0.1/0.2 without/with cooling</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>0.038</td>
<td>1.4</td>
<td>1.3/2.4 (with cooling)</td>
</tr>
<tr>
<td>Power density (kg/kW)</td>
<td>0.38/0.19</td>
<td>0.47</td>
<td>0.65/1.2</td>
</tr>
<tr>
<td>Nominal speed (RPM)</td>
<td>500k</td>
<td>240k</td>
<td>200k</td>
</tr>
</tbody>
</table>

These issues will be addressed in the course of this paper, together with the experimentally determined PMSM parameter identification. Also, comparison of experimental and simulated results will be discussed.

It is further known that PMSM parameters are not constant: they change with temperature, frequency, load etc. The whole system is nonlinear, and the change of parameters can also have a significant impact on stability [21]. Therefore, the purpose of this paper is to provide a novel online identification method for estimating the variance of PMSM parameters during motor operations. In addition, time delay in the system can cause system instability. Therefore, a novel method based on analysis of the time delay system is also proposed.

3 PMSM Model

The PMSM model is based on the electrical properties of the stator windings and on their interaction with the rotor. The described model was developed in [22], wherein its experimental verification was also completed. Therefore, the used model will be described only briefly. The novelty in the herein proposed model lies in the consideration of air friction in the motor. This is an important loss in a high-speed machine as it can be even greater than bearing losses [23].
State space model of PMSM is

\[
\frac{dX}{dt} = A \cdot X + B \cdot U + N_1 \cdot X \cdot \omega + X^T \cdot N_2 \cdot X
\]  

(1)

Where,

\[
dX = \begin{bmatrix}
\frac{di_d}{dt} \\
\frac{di_q}{dt} \\
\frac{d\omega}{dt}
\end{bmatrix},
X = \begin{bmatrix}
i_d \\
i_q \\
\omega
\end{bmatrix},
U = \begin{bmatrix}
v_d \\
v_q \\
T_L
\end{bmatrix}
\]  

(2)

\[
A = \begin{bmatrix}
-R_d/L_d & 0 & 0 \\
0 & -R_q/L_q & -\lambda_m/L_q \\
0 & 3p_p^2/2J & -p_p F/J
\end{bmatrix},
B = \begin{bmatrix}
1/L_d & 0 & 0 \\
0 & 1/L_q & 0 \\
0 & 0 & -p_p/J
\end{bmatrix}
\]  

(3)

\[
N_1 = \begin{bmatrix}
0 & L_q/L_d & 0 \\
-L_d/L_q & 0 & 0 \\
0 & 0 & 0
\end{bmatrix},
N_2 = \begin{bmatrix}
0 & 3p_p^2/2J(L_d-L_q) & 0 \\
0 & 0 & 0 \\
0 & 0 & -p_p K_{air..frc}/J
\end{bmatrix}
\]  

(4)

The PMSM model based on (2) - (4), together with the equation for torque was used to create a model of the system, and to identify and verify it with the experimental results obtained from the real system.

4 Real PMSM Model Parameter Identification

To set the PMSM model correctly it was necessary to estimate some model parameters. Some of these could be determined directly from the manufacturer’s data in Table 2, while others required additional experiments.
Table 2
Motor data

<table>
<thead>
<tr>
<th>Motor type: 2AML406B-090-10-170</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturer: VUES Brno, CZ</td>
</tr>
<tr>
<td>$V_{dc} = 560$ V</td>
</tr>
<tr>
<td>$I_{n, rms} = 11$ A</td>
</tr>
<tr>
<td>$T_n = 1.2$ Nm</td>
</tr>
<tr>
<td>$n_n = 25$ 000 min$^{-1}$, $n_{max} = 42$ 000 min$^{-1}$</td>
</tr>
<tr>
<td>$K_E = 7.3$ V/kRPM</td>
</tr>
</tbody>
</table>

To estimate other electrical and mechanical motor parameters two different methods were used and the results compared. Method one consisted of a direct measurement with a LCRG Meter Tesla BM591, where both winding resistance and inductance were measured. In method two, resistance was measured with Ohm’s method using a Diametral Q130R50D power supply and 2x Pro’s kit digital multi-meters, MT1232. The inductance was calculated from the time constant of a transient characteristic using oscilloscope GDS-806C, with probe GTP-060A. For nominal current, the inductance was 1.1 mH. The motor’s moment of inertia was calculated from a motor startup shown in Figure 1. In this experiment the motor was powered with a given current $I_q = 9$ A, until flux weakening started. The start time was 0.4 s and the reached frequency was 572 Hz (speed 34 320 min$^{-1}$). The startup current, 9 A, corresponds to torque 0.98 Nm. Considering the relatively high current and torque, mechanical losses were neglected in the calculations. Detailed results are available in [22]. The final identified model parameters are summarized in Table 3.

As can be seen from the model, air friction losses are considered. This is important for high-speed machines as the losses caused by air friction can be as high as friction losses in bearings. According to [23], where the speed was 500,000 RPM, friction losses caused by air friction were 8 W, whereas bearing losses were 10 W for two bearings (i.e. 5 W for one bearing).

As the machine used for this research has maximal speed 42,000 RPM, it can be expected that air friction losses will be much lower. In the herein presented model, air friction losses are still considered as a custom machine design to obtain 250,000 RPM is currently under development. In this machine, the air friction component may be quite significant.

The friction torque is a function of $\omega^2$. An experiment was made to estimate bearing and air friction. It consists of accelerating the motor to its maximum speed and turning off the inverter. The rotor will slow down naturally. The deceleration of the rotor is measured as a function of time.
Table 3
PMSM model parameters

<table>
<thead>
<tr>
<th>Model parameter</th>
<th>Value and units</th>
<th>note</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_s )</td>
<td>210 [mΩ]</td>
<td>Average from direct and indirect measurement</td>
</tr>
<tr>
<td>( L_d = L_q )</td>
<td>1100 [μH]</td>
<td>1100 (for ( I = I_n = 11 \ A ))</td>
</tr>
<tr>
<td>( \Psi_m )</td>
<td>0.072 [Wb]</td>
<td></td>
</tr>
<tr>
<td>( J )</td>
<td>0.11 . ( 10^{-3} ) [kgm²]</td>
<td></td>
</tr>
<tr>
<td>( F )</td>
<td>8.2 . ( 10^{-5} ) [N/rad/s]</td>
<td></td>
</tr>
<tr>
<td>( K_{air_fric} )</td>
<td>1.3 * ( 10^{-10} ) [N/rad²/s²]</td>
<td>Very small, could be significant for higher speeds</td>
</tr>
</tbody>
</table>

It is obvious that when the motor is un-powered and unloaded, its mechanical speed will decrease due to the losses until a still stand. This is described by the following dynamic equation

\[
\frac{d\omega}{dt} = -\frac{p_F}{J} \omega - \frac{p_F K_{air\_fric}}{J} \omega^2
\]  

(5)

It has to be noted that (5) does not represent all losses in the motor.

The solution of (5) is given by

\[
\omega(t) = \frac{F \cdot \omega(0)}{F \cdot e^{\left(\frac{F t}{J}\right)} - K_{air\_fric} \cdot \omega(0) + K_{air\_fric} \cdot \omega(0) \cdot e^{\left(\frac{F t}{J}\right)}}
\]  

(6)

Equation (6) was used to find coefficients \( F \) and \( K_{air\_fric} \) from experimentally measured PMSM rotor deceleration. The search was made using the method of least squares in Matlab.

The comparison in Figure 2 is the best match that could be achieved simply by changing parameters \( F \) and \( K_{air\_fric} \). As can be seen, there are some significant differences, especially for lower speeds. This is because other losses in the motor have been neglected, one such is the loss caused by eddy currents. As the permanent magnet is rotating, it induces currents to the stator windings and stator iron. There is also an interaction between the permanent magnet and those currents. Stator core losses could be determined by the Steinmetz equation [24] [25]. However, the herein described differences are not an issue for this application, as only high speeds are anticipated.
Another loss that has been neglected is reluctance loss - the interaction between the permanent magnet and stator iron. In other words, the permanent magnet is attracted to the stator iron, which then produces a braking force on it. This is visible when the rotor is turned by a bare hand. It can also be seen that the rotor takes preferably one of four positions. This effect seems to be significant for lower rotor speeds. Considering these simplifications, the presented fit can be considered as an approximate model. However, as the model was designed for high-speed application only this is considered sufficient.

In order to verify the parameter values and their changes during various machine states, an online PMSM parameter estimator is developed in the following chapter.
5 Online PMSM Parameters Identification

In this part the Model Reference Adaptive System (MRAS) estimator is developed to identify PMSM parameters variations online. The proposed estimator needs only the online measurement of current, voltage, and rotor speed in order to simultaneously estimate the stator resistance, inductance and the rotor flux linkage.

By choosing $d$ and $q$ stator current components as state variables, the PMSM state system takes the form of equation (7) and the adjustable parameter state system can be expressed in equation (8):

\[
\dot{X} = AX + BU + C
\]  

(7)

Where \( A = \begin{bmatrix} -\tau & \omega \\ -\omega & -\tau \end{bmatrix} \); \( B = \begin{bmatrix} c & 0 \\ 0 & c \end{bmatrix} \); \( C = \begin{bmatrix} 0 \\ -e_f \end{bmatrix} \); the current state vector is: \( X = \begin{bmatrix} i_d \ 0 \\ i_q \ -e_f \end{bmatrix} \)

, the command vector is \( U = \begin{bmatrix} v_d \\ v_q \end{bmatrix} ^T \) and

\[
c = \frac{1}{L_s} \quad \frac{1}{\tau} = \frac{L_s}{R_s} \quad e_f = \omega I_f \quad I_f = \frac{\lambda_m}{L_s}
\]

\[
\hat{X} = \hat{A} \hat{X} + \hat{B} \hat{U} + \hat{C} + G(\hat{X} - X)
\]

(8)

Where \( \hat{A} = \begin{bmatrix} -\tau & \omega \\ -\omega & -\tau \end{bmatrix} \); \( \hat{B} = \begin{bmatrix} \hat{c} & 0 \\ 0 & \hat{c} \end{bmatrix} \); \( \hat{C} = \begin{bmatrix} 0 \\ \omega \hat{I_f} \end{bmatrix} \) and \( G = \begin{bmatrix} k_1 \\ 0 \\ k_2 \end{bmatrix} \)

\( G \) represents the correction gain matrix to be chosen so as to achieve pre-specified error characteristics, where \( k_1, k_2 \) are two limited positive real, manually adjusted numbers. By subtracting the adjustable parameter system, equation (8), from the state system (7), the error function system can be defined in equation (9):

\[
\dot{e} = \Delta A e + \Delta B U + \Delta C + G e
\]

(9)

The nonlinear time variable feedback system, which includes a feed forward linear model and a nonlinear feedback system is:

\[
e = \underbrace{(A + G)e}_{\text{feed forward linear model}} + \underbrace{-\Delta A \hat{X} - \Delta B \hat{U} - \Delta C}_{\text{Nonlinear feedback system}}
\]

(10)

The study of the system stability can be resolved with the POPOV stability theory. Two necessary conditions must be satisfied as demonstrated in [26] and [16]:

- **Online PMSM Parameters Identification**

- **In this part the Model Reference Adaptive System (MRAS) estimator is developed to identify PMSM parameters variations online. The proposed estimator needs only the online measurement of current, voltage, and rotor speed in order to simultaneously estimate the stator resistance, inductance and the rotor flux linkage.**

- By choosing $d$ and $q$ stator current components as state variables, the PMSM state system takes the form of equation (7) and the adjustable parameter state system can be expressed in equation (8):

  \[
  \dot{X} = AX + BU + C
  \]

  (7)

  Where \( A = \begin{bmatrix} -\tau & \omega \\ -\omega & -\tau \end{bmatrix} \); \( B = \begin{bmatrix} c & 0 \\ 0 & c \end{bmatrix} \); \( C = \begin{bmatrix} 0 \\ -e_f \end{bmatrix} \); the current state vector is: \( X = \begin{bmatrix} i_d \ 0 \\ i_q \ -e_f \end{bmatrix} \)

- the command vector is \( U = \begin{bmatrix} v_d \\ v_q \end{bmatrix} ^T \) and

  \[
  c = \frac{1}{L_s} \quad \frac{1}{\tau} = \frac{L_s}{R_s} \quad e_f = \omega I_f \quad I_f = \frac{\lambda_m}{L_s}
  \]

- \( \hat{X} = \hat{A} \hat{X} + \hat{B} \hat{U} + \hat{C} + G(\hat{X} - X) \)

  (8)

  Where \( \hat{A} = \begin{bmatrix} -\tau & \omega \\ -\omega & -\tau \end{bmatrix} \); \( \hat{B} = \begin{bmatrix} \hat{c} & 0 \\ 0 & \hat{c} \end{bmatrix} \); \( \hat{C} = \begin{bmatrix} 0 \\ \omega \hat{I_f} \end{bmatrix} \) and \( G = \begin{bmatrix} k_1 \\ 0 \\ k_2 \end{bmatrix} \)

- \( G \) represents the correction gain matrix to be chosen so as to achieve pre-specified error characteristics, where \( k_1, k_2 \) are two limited positive real, manually adjusted numbers. By subtracting the adjustable parameter system, equation (8), from the state system (7), the error function system can be defined in equation (9):

  \[
  \dot{e} = \Delta A e + \Delta B U + \Delta C + G e
  \]

  (9)

- The nonlinear time variable feedback system, which includes a feed forward linear model and a nonlinear feedback system is:

  \[
e = \underbrace{(A + G)e}_{\text{feed forward linear model}} + \underbrace{-\Delta A \hat{X} - \Delta B \hat{U} - \Delta C}_{\text{Nonlinear feedback system}}
  \]

  (10)

- The study of the system stability can be resolved with the POPOV stability theory. Two necessary conditions must be satisfied as demonstrated in [26] and [16]:
The transfer function matrix of the linear forward block must be real and strictly positive. According to [16] the gain matrix $G$ shown in equation (9) guarantees this condition.

The nonlinear feedback block must meet the POPOV integral inequality presented as: $\int_0^t w^T edt \geq -\gamma^2$, where $\gamma^2$ is a positive constant for any time $t$.

By decomposing the second POPOV condition, three new conditions are obtained and expressed in (11).

$$\int_0^t e^T (A - A) \hat{X} dt \geq -\gamma_A^2$$

$$\int_0^t e^T (B - B)U dt \geq -\gamma_B^2$$

$$\int_0^t e^T (C - C) dt \geq -\gamma_C^2$$

Conditions (11) are satisfied if the adaptive algorithm is designed in a similar way to a PI controller. This is shown in the following equations:

$$\Delta A = \int_0^t (e^T \dot{X} . f_{ur} + e^T \dot{X} . f_{pr}) dt$$

$$\Delta B = \int_0^t (e^T U . f_{ul} + e^T U . f_{pl}) dt$$

(12)

$$\Delta C = \int_0^t (e^T . f_{uc} + e^T . f_{pc}) dt$$

The adaptive parameters expressions are:

$$\frac{R_s}{L_s} = - \left( k_p + \frac{k_i}{s} \right) \left( \hat{i}_d e_d + \hat{i}_q e_q \right) + \frac{R_s}{L_s} (0)$$

$$\frac{1}{L_s} = \left( k_p + \frac{k_i}{s} \right) \left( v_d e_d + v_q e_q \right) + \frac{1}{L_s} (0)$$

(13)

$$\frac{\hat{\lambda}_{\omega}}{L_s} = - \left( k_p + \frac{k_i}{s} \right) (\omega e_q) + \frac{\hat{\lambda}_{\omega}}{L_s} (0)$$

The global structure of the adaptive algorithm parameters identification is shown in Figure 3.
6 Description of the Experimental System

The experimental setup is shown in Figure 4. The power network voltage is rectified to DC voltage. The DC voltage supplies an insulated gate bipolar transistor (IGBT) inverter built for this purpose. The inverter is using power module SKM75GD124D and an IGBT/MOSFET driver SKHI61 both from Semikron. The whole system is being prepared to work as a microturbine generator; the turbine is created by means of a standard automotive turbocharger.

This has the advantages of: good availability, high reliability and low price. For the purpose of system testing, the turbocharger is connected to a compressed air
supply; and in the future a combustion chamber will be built. Some other alternatives for the turbine have also been considered like a model aircraft turbine or a real aerospace turbine.

Currently, the machine is used as a motor i.e. providing mechanical energy to the turbocharger. When a suitable source of compressed air or exhaust gas is available, it will be run in generator mode to produce electrical energy

![Experimental setup](image)

**Figure 4**

Experimental setup

### 7 Estimation Results

Figure 5 shows the overall PMSM control and identification scheme. The oriented vector control is used as the motor control strategy, where three PI controllers are implemented to control the currents and the speed. The flux weakening block is used to generate the reference direct stator current.

The MRAS block is used for the online estimation of the PMSM parameters variation. Only stator currents and voltages are needed to ensure this operation.

Two experiments are shown. Figure 6 demonstrates a simple start and stop of the machine, while Figure 7 shows the machine response to variations of current $I_q$; this corresponds to different torques and speeds. The current for this experiment was adjusted manually. The three upper sub-charts in both figures show PMSM angular velocity $\omega$, $i_d$ and $i_q$ currents respectively. This was used as input to the MRAS estimator. The requested $I_d$ current was set to 0 A in both cases. Current $I_q$ was set to 2 A in the experiment shown in figure 6, and adjusted manually in the second experiment, depicted in figure 7, to achieve the required speed profile. The lower three sub-charts represent the output from the estimator and show the changes of $R_s$, $L_s$ and $\lambda_m$ respectively. Firstly, the experiment shown in Figure 6 is
analyzed. As can be seen from the estimated value of $R_s$, there is a relatively large variation. The estimated value for standstill is 210 mΩ. This value was also obtained by other methods, as described in Table 3. For maximal speed 42,000 RPM (corresponds to angular speed 700 Hz in the chart), $R_s$ changes to 250 mΩ. The relative change is about 20%. As the experiment took only a short time, the variations are not expected to be caused by the change of temperature. Moreover, $R_s$ drops back to the initial value as soon as the motor slows down. A clear dependence between angular velocity $\omega$ and $R_s$ can be found. For this particular PMSM, $R_s$ increases by about 3% per 100 Hz of $\omega$. The same effect can also be observed in Figure 7, where a more complex speed profile is shown. The initial overshoot is believed to be caused by the settling properties of the estimator, as this acts like a PI controller. The behavior of machine inductance, $L_s$, is different. After the initial undershoot, there is a visible increase in inductance in the first case, but a decrease in the second case. As the changes between the initial and instantaneous value of $L_s$ are quite small, no conclusions can be made here. However, the initial value of $L_s$ has been estimated correctly and corresponds to the measured value of inductance. The permanent magnet magnetic flux, $\lambda_m$, shows a decrease in both experiments. Nevertheless, this decrease is very small and, although it was confirmed during all other experiments, it was not possible to draw a clear quantitative conclusion, like it was for the case of $R_s$, due to the expected accuracy of the experiments. However, the initial value of $\lambda_m$ has been again correctly estimated.

The effect of the varying load has not been tested. It would require significant changes in the test setup and a different kind of load. Moreover, when the herein described tests were finished, the PMSM – turbocharger coupling encountered a mechanical failure at it was necessary to redesign the experimental setup.

![Block diagram of the PMSM control and parameters identification](image-url)
8 Stability Analysis

The stability of PMSM is an important issue. Although it may not seem so, the machine itself can become unstable due to the variance of machine parameters with temperature, current, load and even applied frequency from the inverter. By “frequency”, the fundamental current harmonics—variable with speed—are meant here. There are two possible approaches to address the stability analysis.
The first one is to analyze the inherent stability of the machine itself, i.e. to look at its properties in an open loop—from the perspective of the machine designer. High speed PMSM’s are usually not equipped with damper windings due to space or losses constraints [21] [27]. Many high-speed PMSM’s are used only in V/f control mode. This is suitable for applications with predictive and known load, such as fans or compressors. When the inverter applies frequency exceeding a certain range, the machine can become unstable [28]. Because both the inductance and resistance of the PMSM vary significantly with frequency, a significant margin in the motor stability is required [29].

![Control system block diagram with an estimate of time delays—adapted from [10]](image_url)

The mechanical analogy of the magnetic field in a PMSM could be a spring and a dampener. When too much torque is applied (from the stator field), or when the frequency is too high, the rotor permanent magnet is not able to follow the stator field and the stator-rotor linkage breaks. This is equivalent to applying too much force on the mechanical spring. An analysis for this open loop V/f approach has been done in [30]. Although in this case it was an axial flux PMSM, it shows that stability analysis can be very important right from the start of machine design.

The second possibility to analyze stability is to look at the PMSM and the controller together, and to analyze the closed loop system using FOC. The main advantage of FOC is the ability to achieve higher machine dynamics, and the possibility to control the machine torque precisely. On the other hand, this requires a significant amount of computational power available in the FOC controller. Due to the small stator resistance and inductance, the electrical time constant of the machine is small. In the case of the herein described PMSM it is 5.2 ms. The mechanical time constant of the motor is about 250x higher, in this case 1.3 s. As the mechanical time constant is significantly higher than the electrical time constant, the mechanical speed is usually considered to be constant in the analysis [31].

It was shown in [30], [32] that the electrical time constant can be as small as 26 μs. This means the delay added by multiple sources in the system can be significant. Sources such as: anti-aliasing filter, A/D converter, PI controller algorithm, inverter dead-time etc. The final system is one that exhibits time delay, and without proper precautions it can be very difficult to control and stabilise. It is
therefore important for high-speed machine control systems to estimate the influence of delays on system stability.

An estimate of the time delays in the analyzed system is shown in figure 8. Two cases are shown. The first one (marked *) is for a DSP controller system, the second one (marked with ***) is for an FPGA system, currently under development. From the values of time delays, some important features can be predicted. There are two significant time delays. One is in the controller itself. It is caused by the fact that it takes some time for the algorithm to calculate the new values of controller outputs. This delay is fixed, it is 66 μs for the DSP system used in this application. The second dominant time delay is caused in the PWM and in the inverter itself. Moreover, this delay is variable, in the case of our system it is from 0 to 133 μs depending on where the controller action update "hits" the PWM triangular signal.

The other time delays are relatively insignificant compared to those two. The fact that the time delay is high and that it is variable, leads to possible stability issues when higher speeds are required, or if the machine parameters are changing. The stability analysis of a system can be done by analyzing pole placement. A time delay system, with time delay, $T_d$, is described with a transfer function in general form as:

$$H(s) = e^{-sT_d}$$

(14)

The problem of stability analysis—in finding the roots—of (14) is that the number of roots is infinite. The solution adopted in this paper uses the approach described in [34]-[36]. It is an algorithm able to find roots in a selected area of the complex plane. Using this algorithm, a simulation of the system was done with variable time delay from 0 to 300 μs. The results are shown in Figure 9.

The upper part represents the selected area were the roots have been calculated, the bottom part is a close-up view of the values around the origin. Several important conclusions can be made from this analysis. Firstly and most importantly, the system becomes unstable for time delay above 270 μs. The poles of the system have positive real parts of the roots and the system will be unstable no matter how sophisticated the control algorithm is. Considering the fixed time delay of the controller (66 μs) and the variable time delay (0 to 133 μs), the stability margin is quite low, only about 70 μs in the worst case. The variability of time delay will also cause changing properties of the system in time.

These time delay changes will be, more or less, random depending on where the control variable update "hits" the PWM triangular signal. It can be seen that for this application, the time delay can't be higher than 270 μs. This represents about 1/20th of the electrical time constant (5.2 ms). From this analysis, it is clear that a high-speed PMSM, when regarded as a whole, i.e. together with a controller, has to be considered as a time-delay system.
Conclusions

This paper presented a novel online MRAS estimator able to estimate changes in PMSM parameter variations during different states of the machine. It is shown that for the tested machine, there is a significant change in stator winding resistance, $R_s$, as the motor speed increases. This variation represents about a 20% increase in comparison with the initial value of $R_s$. As the experiments took only a short time, this change is not believed to be caused by the temperature variations. Changes in the stator winding inductance, $L_s$, and permanent magnet magnetic flux, $\lambda_m$, have also been observed, but due to their small change, no quantitative conclusions could have been made for $L_s$ and $\lambda_m$.

A novel method for the analysis of the system as a whole, and as a time delay system, has been proposed. It is shown that for the presented machine, the time delay can’t be higher than about 1/20th of the system time constant to maintain stability. An open question remains. How, and if, for the tested machine are the parameters changing with the load? As the PMSM was tested with only a constant load this could not have been tested. Modifications of the test setup are being prepared in order to allow changes to the load in the future to investigate this.
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