Nonlinear Modeling of a Switched Reluctance Motor using LSSVM - ABC
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Abstract: To enhance the performance of a Switched Reluctance Motor (SRM), it is essential to build a precise model of the machine. Due to its double salient structure, the model is nonlinear. It is complicated to develop a simple mathematical model for such nonlinear systems. However, owing to the advancements in kernel based learning methods for statistical learning and structural risk minimization, the use of Least Square Support Vector Machine (LSSVM) for function estimation is powerful and accurate, with less computations needed. The accuracy of the regression model and generalization ability depends upon the proper selection of hyperparameters of LSSVM. It is necessary to employ a meta-heuristic technique for the optimal values of hyperparameters. This paper presents a nonlinear flux modeling of SRM based on LSSVM regression optimized by Artificial Bee Colony (ABC) algorithm. The training and testing sample data are obtained by 2D FEA using MagNET software. It was analyzed that the tuning by ABC algorithms offers a high degree of accuracy when compared to the values obtained by Particle Swarm Optimization (PSO), Differential Evolution (DE) and Genetic Algorithm (GA).
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1 Introduction

Switched Reluctance Motors are a smart alternative to the conventional induction motors and to the variable speed motor drive applications because of its high efficiency, low cost, rugged structure, fault tolerant capability and wide range of speed operations. Due to its doubly salient structure and magnetic saturation, its
flux linkage characteristics and torque characteristics are highly nonlinear and dependent on the rotor position and phase current [1]. It is difficult to model the SRM with accuracy due to its nonlinearity. To accurately model the SRM, there are three methods:

1) Analytical modeling

2) Finite-Element Analysis (FEA) method

3) Direct or Indirect measurement techniques.

The mathematical expression for flux linkage was developed using (i) the geometrical data of the machine [2-4] (ii) the magnetic equivalent circuit [5-6] and (iii) data from the FEA method [7-11]. A simple and traditional look up table approach is used to calculate the flux and torque values. The intermediate values of current and rotor position could be obtained using interpolation [12-17]. As the above method is time consuming and involves intensive computation, there is a possibility for tradeoff in accuracy. The nonlinear model of SRM was also developed with the traditional neural network (NNs) such as Back Propagation, Radial Basis Function, Polynomial Neural Network, Pi-Sigma Neural Network, etc. [18-22] Regardless of its advancement, the neural network model suffers from the local minima solution, possibility of over fitting and dependency on quality and quantity of data.

In order to overcome the drawbacks of artificial neural networks, Support Vector Machine (SVM) was proposed. Like ANNs, SVM also can be used to solve both classification and regression problems. An SVM is a classifier derived from the statistical learning theory and was first introduced by Vapnik. In regression problems, a non-linear function is learned by a linear learning machine in a kernel induced feature space, while the capacity of the system is controlled by a parameter that does not depend on the dimensionality of the space [23]. The process of employing SVMs in regression problems is referred to as Support Vector Regression (SVR). The SVM has the capacity to prevent over fitting by the generalization theory. It can be formulated as a quadratic programming problem with linear inequality constraints. The Least Squares Support Vector Machine (LSSVM) is a least square version of SVM which considers the inequalities for classical SVM. As a result, the solution of LSSVM follows directly from solving a system of linear equations instead of quadratic programming, which makes LSSVM faster than SVM with reduced computational time [24-27]. LSSVM could also be used for classification and regression [23]. However, the accuracy of the regression model using LSSVM relies on the values of the hyper-parameters used. In the past, several reports were available for LSSVM based forecasting model, which is used in wide range of applications [29-34]. In this paper, the flux characteristics of the SRM are forecasted and the hyper-parameters are optimized using optimization techniques like Genetic Algorithm (GA), Particle Swarm Optimization (PSO) [35-37].
A four phase, 500W, 8/6 SRM was used for the present study. The static characteristics of the machine were analyzed using a 2-D finite element method with MagNET software. In this paper, the nonlinear modeling of the Switched Reluctance Motor characteristics based on the LSSVM - ABC has been studied. The hyper-parameters of the model were optimally selected using Artificial Bee Colony (ABC). The paper has been organized as follows: the mathematical model of SRM is briefed in section II. In section III, the basics of LSSVM and Artificial Bee Colony algorithm are discussed. In Section IV, the implementation of forecasted model using LSSVM – ABC is discussed. The results of the parameter optimization are given in section V.

2 Mathematical Model of SRM

The SRM is doubly salient with an unequal number of rotor and stator poles. Torque is produced by the tendency of the rotor poles to align with poles of the excited stator phase and is independent of the direction of the phase current. The mathematical model of the SRM for flux and torque is very difficult to calculate due to its nonlinearity [1]. When neglecting the mutual inductance between the winding, the voltage equation for each phase is written as:

\[ v = Ri + \frac{d\psi}{dt} \]  (1)

where \( v \) is the voltage applied across the phase winding, \( Ri \) is the voltage drop due to winding resistance and \( \psi \) is the total flux-linkage of the coil. If the saturation effect is neglected, the relation between flux (\( \psi \)) and current (\( i \)) is defined as follows:

\[ \psi = L(\theta, i) i \]  (2)

Where \( L(\theta, i) \) is the phase inductance of the winding. Due to the double saliency of the machine, the inductance varies with the rotor position \( \theta \) and current \( i \).

The general expression for the torque produced by one phase at any given rotor position \( \theta \) is:

\[ T_{ph}(\theta, i) = \left( \frac{\partial W(\theta, i)}{\partial \theta} \right)_{i=constant} \]  (3)

Where \( W \) is the co-energy. Co-energy can be calculated as:

\[ W(\theta, i) = \left( \int_{0}^{i} \psi(\theta, i) di \right)_{\theta=constant} \]  (4)

Total instantaneous torque is given by the sum of the individual phase torques.

\[ T_e(\theta, i) = \sum_{i=1}^{N_{ph}} T_{ph}(\theta, i) \]  (5)
Where $N_{ph}$ is the number of phases in the machine. The electromagnetic dynamic model of the motor and the load are expressed as shown in (6)

$$T_e - T_l = J \frac{d^2 \theta}{dt^2} + B \frac{d\theta}{dt} \quad (6)$$

where $T_l$ is the load torque, $J$ is the moment of inertia of rotating masses and $B$ is the viscous friction coefficient. The load torque is a function of the angular speed, depending on the type of load.

### 3 Methodology

#### 3.1 Least Square Support Vector Machine for Regression

A Russian scientist Vladimir N. Vapnik introduced the Support Vector Machine (SVM) based on the Statistical Learning Theory (SLT) and the Structural Risk Minimization principle. In SVM, the solutions are obtained by solving the set of nonlinear equations using Quadratic Programming (QP) and thereby avoiding the local minima. Suykens proposed a modified version of SVM known as Least Square Support Vector Machine (LSSVM) which transforms the quadratic optimization problem into a set of linear constraints. This can be specifically described as follows [24].

Consider the given set of training data (D)

$$D = \{(x_k, y_k) | k = 1, 2, ..., N\} \quad (7)$$

Where $N$ is the number of training data pairs, $x_k \in R^n$ is the regression vector and $y_k \in R$ is the output. The regression model is formulated by a nonlinear mapping function $\varphi(\cdot)$ which maps the input data to a higher dimensional feature space.

$$y = \omega^T \varphi(x) + b \quad (8)$$

Where $\omega$ and $b$ are the weight vector and bias respectively. The LSSVM can be used as both a classifier and function estimation. When it is used for function estimation, the quadratic loss function is taken as the cost function for optimization. The standardized cost function of LSSVM is

$$\min f(\omega, e) = \frac{1}{2} \omega^T \omega + \frac{1}{2} y \sum_{k=1}^{N} e_k^2 \quad (9)$$

subject to the constraint

$$y_k = \omega^T \varphi(x_k) + b + e_k, k = 1, 2, ..., N \quad (10)$$
Where \( e_k \) is the desired error and \( \gamma \) is regularization parameter, which equates the model’s complexity and training error. A lagrangian is formulated to solve the above constrained optimization problem.

\[
L(\omega, b, e, \alpha) = J(\omega, e) - \sum_{k=1}^{N} \alpha_k \{\omega^T \varphi(x) + b + e_k - y_k\} \tag{11}
\]

Where \( \alpha_k \) is the lagrange multiplier and it is otherwise known as support value. The above equation can be solved by partially differentiating with respect to each variable and when equated to zero. With the removal of \( \omega \) and \( e \), the Karush – Kuhn – Tucker (KKT) system is obtained as:

\[
\begin{bmatrix}
0 \\
1^T \\
z + \gamma^{-1}I 
\end{bmatrix}
\begin{bmatrix}
b \\
\alpha 
\end{bmatrix}
= \begin{bmatrix}
y 
\end{bmatrix} \tag{12}
\]

with

\[
y = [y_1, \ldots, y_N] \\
1 = [1, \ldots, 1_N]^T \\
0 = [0, \ldots, 0] \\
\alpha = [\alpha_1, \ldots, \alpha_N]
\]

\( Z = \{Z_{kj} | k = 1, \ldots, N, Z_{kj} = \varphi(x_k)^T \varphi(x_j) = K(x_k, x_j), j = 1, \ldots, N \} \)

Where \( K(x_k, x_j) \) is the kernel function and must satisfy Mercer’s condition. The commonly used kernel functions are linear, polynomial, radial basis function (RBF) kernel and multi-layer perceptron (MLP). In this paper, RBF kernel is used.

\[
K(x, x_k) = \exp\left( -\frac{||x-x_k||^2}{2\sigma^2} \right) \tag{13}
\]

In the above equation, \( \sigma \) is the kernel or bandwidth parameter.

The LSSVM regression function can be defined as:

\[
y(x) = \sum_{k=1}^{N} \alpha_k K(x, x_k) + b \tag{14}
\]

The performance of the LS-SVM depends on a value of regularization parameter and the kernel parameters. These parameters determine the accuracy and generalization ability of LS-SVM model. Therefore, it is essential to optimize these parameters [28].

### 3.2 Artificial Bee Colony (ABC) for Parameter Optimization of LSSVM Model

To obtain the optimal hyper-parameters for LSSVM, the Artificial Bee Colony Algorithm (ABC) proposed by Karaboga is used [38-41]. It is a swarm based meta-heuristic algorithm used for numerical optimization. The method of the ABC algorithm imitates the foraging behavior of a honey bee swarm. In the bee colony,
certain tasks are performed by specialized individuals. The principal task of the specialized bees is to identify the best food source which gives the maximum nectar amount in a self organized manner. The ABC model consists of three essential groups of bees: employed bees, onlooker bees and scout bees. The size of a colony depends on the number of employed bees and onlooker bees. The number of food sources/nectar sources equals half of the colony size. The aim of the whole colony is to maximize the nectar amount. Employed bees search for the food sources (solution) and each solution is a D-dimensional vector where D refers to the number of optimization parameters. The nectars’ amount (fitness value) is computed. The information obtained is shared with the onlooker bees which are waiting in the hive (dance area). The onlooker bees exploit a nectar source based on the information shared by the employed bees. The onlooker bees also determine the source to be abandoned and allocate its employed bee as scout bees. The task of the scout bees is to find the new valuable food sources. They search the space near the hive randomly.

The steps of the ABC algorithm are as follows:

1. Initialization Phase
2. Employed Bees Phase
3. Onlooker Bees Phase
4. Scout Bees Phase
5. Memorize the best solution achieved so far
6. until (cycle = maximum cycle number) proceed step2 else stop

Initialization Phase: The D-dimensional vector of the population of food sources are initialized (m = 1…SN, SN: Colony size) by scout bees and control parameters are set. Since each food source is a solution to the optimization problem, each vector holds n variables (n = 1….D, D: no of parameters to be optimized) which are to be optimized so as to minimize the objective function.

\[ x_{mn} = l_n + rand(0,1) \times (u_n - l_n) \]  
Where \( l_n \) and \( u_n \) are the lower and upper bound of the parameter \( x_{mn} \) respectively.

Employed Bees Phase: Employed bees search for new food source \((\overline{v}_{m})\) having higher nectar amount within the neighborhood of the food source \((\overline{x}_{m})\) in their memory. The neighbor food source \((\overline{v}_{m})\) can be determined using the formula:

\[ \overline{v}_{mn} = \overline{x}_{mn} + \varphi_{mn} (\overline{x}_{mn} - \bar{x}_{kn}) \]  
Where \( k \) and \( n \) are the randomly selected index for new solution and \( \varphi_{mn} \) is a random number within the range [-1, 1]. Once the new solution is obtained, the fitness is calculated and the best solution is selected based on greedy selection method. The fitness value of the solution \( fit_m \) is calculated using the formula
\[ \text{fit}_m = \begin{cases} \frac{1}{1 + f_m(\vec{x}_m)} & \text{if } f_m(\vec{x}_m) \geq 0 \\ 1 + \text{abs}(f_m(\vec{x}_m)) & \text{if } f_m(\vec{x}_m) < 0 \end{cases} \] (17)

Where \( f_m(\vec{x}_m) \) is the objective function value of solution \( \vec{x}_m \).

Onlooker Bees Phase: Employed bees share their food source information with onlooker bees waiting in the hive and then onlooker bees probabilistically choose their food sources depending on the information. The onlooker bee exploits a food source based on the probability of fitness. The probability of fitness can be calculated by using the formula:

\[ p_m = \frac{\text{fit}_m}{\sum_{m=1}^{N} \text{fit}_m} \] (18)

Once a food source for an onlooker bee is chosen, a neighborhood is determined and its fitness value is computed and best solution is selected based on greedy selection methods.

Scout Bees Phase: Scout bees randomly choose their food sources. Employed bees whose solutions cannot be improved become scout bees and their solutions are abandoned. Then, the converted scouts start to search for new solution.

4 Experiment

4.1 Measurement of Flux Linkage

In nonlinear characteristics of the SRM, the value of flux and torque varies with the rotor position and phase current. Therefore, the knowledge about the values of flux and torque is essential for better control of the motor. Therefore, the flux and torque profiles of the machine can either be obtained using numerical computation or experimentally. Finite Element Analysis (FEA) is a powerful technique for obtaining the numerical solutions to the considered machine structure. The FEA can be conveniently used to obtain the magnetic vector potential values throughout the motor in the presence of complex magnetic circuit geometry and nonlinear properties of magnetic materials. This vector potential value \( A \) determines the magnetic field inside the motor using the Poisson’s equation.

\[ \frac{\partial}{\partial x} \left( \gamma \frac{\partial A}{\partial x} \right) + \frac{\partial}{\partial y} \left( \gamma \frac{\partial A}{\partial y} \right) = -J \] (19)

Where \( \gamma \) is the magnetic reluctivity and \( J \) is the current density vector. A 2D static field analysis was been carried out using a FEA based CAD package called MagNET. Since the number of rotor poles are six, the magnetic circuit becomes the same every 60° when only one phase is excited. The unaligned and aligned condition of stator and rotor poles occurs at every 30° interval. For the machine
considered, the aligned condition of the rotor occurs at 60° whereas, it is in unaligned position at 31°. At a rotor position $\theta$, the co-energy, torque and the flux linkage in the excited phase are noted down for different values of winding current.

### 4.2 Data Preparation

The specification of the four phase 8/6 SRM is given in Table 1. Since all the phases of the machine are identical to each other, it is sufficient to consider the data of one phase for analysis. For training data set of flux linkage characteristics, the rotor position $\theta$ and current $i$ ranges from [0-5A] and [31°- 60°] respectively. For testing data set, the rotor position $\theta$ and current $i$ with an interval of 3° and 0.5A were considered for the analysis of the proposed model. To improve the accuracy of prediction model, input for training and testing data set, are normalized by Min-Max normalization procedure. In the Min-Max normalization, a linear transformation is performed on the original data values and values are mapped in the new interval $[\text{new}_{\text{max}}A, \text{new}_{\text{min}}A]$ using the formula (20).

$$v' = \frac{v - \text{min}A}{\text{max}A - \text{min}A} (\text{new}_{\text{max}}A - \text{new}_{\text{min}}A) + \text{new}_{\text{min}}A$$  \hspace{1cm} (20)

450 pair of samples were chosen for the training set and 154 pair of samples were considered for testing.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated Output Power</td>
<td>500 [W]</td>
</tr>
<tr>
<td>Coil Voltage</td>
<td>150 [V]</td>
</tr>
<tr>
<td>Rated Current</td>
<td>3 [A]</td>
</tr>
<tr>
<td>Rated Speed</td>
<td>4000 [rpm]</td>
</tr>
<tr>
<td>Rated torque</td>
<td>4.5 [Nm]</td>
</tr>
<tr>
<td>Number of stator poles</td>
<td>8</td>
</tr>
<tr>
<td>Number of rotor poles</td>
<td>6</td>
</tr>
</tbody>
</table>
In LSSVM regression, only two parameters have to be tuned (i.e. kernel parameter $\sigma$ and regularization parameter $\gamma$). The model performance and generalization ability depends upon these parameters. These parameters cannot be tuned separately. The main idea is to find the optimal parameter values with minimum prediction error. The prediction error can be calculated using leave-one-out cross validation on the training set. The optimization ranges for these parameters are defined arbitrarily. The following optimization algorithms have been used for tuning the parameters: Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Differential Evolution (DE) and Artificial Bee Colony (ABC).
To obtain the perfect fit of the proposed regression model, the Mean Absolute Percentage Error (MAPE) is used as the objective function for the optimization process, i.e., MAPE is used as the main performance indicator. In addition, normalized mean square error (NMSE) is also used to evaluate the prediction error during the cross validation.

$$\text{MAPE} = \frac{1}{n} \left[ \sum_{i=1}^{n} \left| \frac{y_t - \hat{y}_t}{y_t} \right| \right] \quad (21)$$

$$\text{NMSE} = \frac{\sum_{i=1}^{n} (y_t - \hat{y}_t)^2}{\sum_{i=1}^{n} (y_t - \bar{y})^2} \quad (22)$$

Where $y_t$ and $\hat{y}_t$ is the actual value and forecasted values respectively, $\bar{y}$ is the average of actual data and $n$ is the number of data. For a good fit, the value of MAPE and NMSE should be closer to zero.

5 Result

The proposed algorithm was implemented using MATLAB R2010a and the relevant codes were developed and processed on a 3.0 GHz Intel Pentium IV PC with 2.0 GB RAM under the Windows XP environment. In order to verify the efficiency of the proposed regression model, the results were compared with other prediction models such as LSSVM, LSSVM-GA, LSSVM-PSO and LSSVM-DE. The hyper parameters of the LSSVM are well tuned using the ABC algorithm. The minimal fitness value (shown in Figure 4) was achieved after 11 iterations with the value of $C=3545.88$ and $\sigma^2=0.04512$ with a mean absolute error of 0.066% and mean relative error of $3.79\times10^{-3}\%$.
Table 2 (a)
Comparison of optimized parameters and its performance indicators

<table>
<thead>
<tr>
<th>Model</th>
<th>Method</th>
<th>C</th>
<th>$\sigma^2$</th>
<th>MAPE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flux Linkage</td>
<td>LSSVM</td>
<td>3173.08</td>
<td>0.05890</td>
<td>5.310x10^{-4}</td>
<td>2.337x10^{-5}</td>
</tr>
<tr>
<td></td>
<td>LSSVM - GA</td>
<td>3384.71</td>
<td>0.04835</td>
<td>4.521x10^{-4}</td>
<td>1.885x10^{-5}</td>
</tr>
<tr>
<td></td>
<td>LSSVM - PSO</td>
<td>3534.92</td>
<td>0.04796</td>
<td>4.463x10^{-4}</td>
<td>1.857x10^{-5}</td>
</tr>
<tr>
<td></td>
<td>LSSVM - DE</td>
<td>3539.63</td>
<td>0.04591</td>
<td>4.352x10^{-4}</td>
<td>1.774x10^{-5}</td>
</tr>
<tr>
<td></td>
<td>LSSVM - ABC</td>
<td>3545.88</td>
<td>0.04512</td>
<td>4.318x10^{-4}</td>
<td>1.741x10^{-5}</td>
</tr>
</tbody>
</table>

Figure 4
Convergence Characteristics

Figure 5
(a) MAPE (%) of predicted output at different rotor position (b) NMSE of predicted output at different rotor position
Table 2 (b)

Comparison of errors for the optimized parameters

<table>
<thead>
<tr>
<th>Model</th>
<th>Method</th>
<th>C</th>
<th>$\sigma^2$</th>
<th>Average Absolute error (%)</th>
<th>Average Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flux Linkage</td>
<td>LSSVM</td>
<td>3173.08</td>
<td>0.05890</td>
<td>0.082</td>
<td>0.656x10^{-3}</td>
</tr>
<tr>
<td>Flux Linkage</td>
<td>LSSVM - GA</td>
<td>3384.71</td>
<td>0.04835</td>
<td>0.070</td>
<td>0.619x10^{-3}</td>
</tr>
<tr>
<td>Flux Linkage</td>
<td>LSSVM - PSO</td>
<td>3534.92</td>
<td>0.04796</td>
<td>0.069</td>
<td>0.577x10^{-3}</td>
</tr>
<tr>
<td>Flux Linkage</td>
<td>LSSVM - DE</td>
<td>3539.63</td>
<td>0.04591</td>
<td>0.067</td>
<td>0.493x10^{-3}</td>
</tr>
<tr>
<td>Flux Linkage</td>
<td>LSSVM - ABC</td>
<td>3545.88</td>
<td>0.04512</td>
<td>0.066</td>
<td>0.379x10^{-3}</td>
</tr>
</tbody>
</table>

Due to the fine tuning of LSSVM parameters by LSSVM–ABC, it is observed from Table 2 that the value of MAPE is decreased to 4.318x10^{-4} % and NMSE is decreased to 1.741x10^{-5} %. The MAPE absolute error at various rotor positions are shown in Figure 5(a) and the NMSE at rotor position is shown in Figure 5(b). As the value of mean absolute error is less with LSSVM-ABC, the proposed regression model gives a high degree of accuracy and the output is highly precise.

Conclusions

Apposite values for regularization parameters are essential to Least Squares Support Vector Machines (LS-SVM) which result in better learning and generalization abilities. This paper presents a novel parameter optimization method for LS-SVM based on an Artificial Bee Colony (ABC) algorithm. The LSSVM – ABC gives better forecast of flux values of the SRM at various rotor angles. Due to the ability for global search, ABC algorithm does not to consider LS-SVM dimensionality and complexity. The proposed method proves to be an effective approach for fitting the values with an improved statistical result.
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